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A first-principles embedding theory that combines the salient features of density functional theory
(DFT) and traditional quantum chemical methods is presented. The method involves constructing a
DFT-based embedding potential and then using it as a one-electron operator within a very accurate
ab initio calculation. We demonstrate how DFT calculations can be systematically improved via this
procedure. The scheme is tested using two closed shell systems, a toy mgdg),Land the
experimentally well characterized CO/@d.1) system. Our results are in good agreement with near

full configuration interaction calculations in the former case and experimental adsorbate binding
energies in the latter. This method provides the means to systematically include electron correlation
in a local region of a condensed phase. 1899 American Institute of Physics.
[S0021-960609)31116-9

I. INTRODUCTION faces, but this comes at a price. These calculations are lim-

. . . . ited by the approximate density functional representations
Atomic and molecular interactions with metal surfaces y bp y P

- ; ; ; 10,1 ; ;
have been studied over the last 20 years using a number QPC&| density approximatio(LDA)™>"/generalized gradient

H H 12-1
well established theoretical techniques. These methods egpproxmatlon(GGA) 7 for the electron exchange and

sentially fall into four major categories: finite cluster quan- correlation.® These are accurate for predicting structures but

tum chemistry, periodic slab density functional theorycan overestimate adsorbate-surface binding energies by up to

~ 1 1 I
(DFT), embedded cluster methods, and Green’s function 1 eV, for example, with the LDA" A number of studies

DFT of semi-infinite crystals. have shown that the GGAs do not always systematically im-

Traditional quantum chemistry methods have been useBrove LDA results.” Nonetheless, development of nonlocal
to study the energetics of adsorbate-surface interactions for@orrections to the LDA remains an %cztévgggrea of res_e%?rch.
number of years. These methods, though formally correct, 1he embedded cluster mett8d”**~is a technique
can only be applied to study small fragments of representanat straddles the cluster and slab models. The attractive fea-
tive surfaces and clustérdue to their highly nonlinear scal- ture of the embedded cluster idea is that it preserves the
ing properties. As a result, important long-range contribu-Strengths of the cluster approach, namely, it allows one to
tions from the surrounding surface and bulk atoms areélescribe the very local chemisorption process to a high de-
neglected, compromising the overall accuracy of the pregree of accuracy in the presence of a surrounding lattice.
dicted energetics. Modifications of the finite cluster model toThis approach has been implemented in a number of differ-
account for the background Fermi sea of electrons and tént forms where a designated cluster is embedded in an array
compensate for the lack of a proper band structure have beaf point charges;"**shell model backgrourifior in a dielec-
developed by Nakatsuji and Beh, respectively. Nakatsuji's tric medium?”?® These models have been used quite suc-
dipped adcluster modéDAM),? for example, uses a chemi- cessfully in dealing with ionic and covalent condensed
cal potential(e.g., the work function of the mejato opti-  phases. However, in metallic systems, the scenario is very
mize the charge on a small cluster. It also takes into accourdifferent and warrants a more precise treatment of the em-
an image charge correction. This is a purely classical elededding potential. The scheme proposed by Eiial1° was
trostatic approach and accounts for the background electrorshe of the earliest in this spirit. Their method consists of a
in an implicit manner. The scheme proposed bys@din-  cluster embedded in a crystal charge density constructed by
troduces a Gaussian broadening of the cluster energy levessiperposition of periodic images of the cluster charge den-
to emulate a metallic band structure. In any cage,nitio  sity, iterated to self-consistency within a DFT cluster-in-DFT
quantum chemical methods cannot be used on very largglab/bulk model. The Kohn-ShartKS) equations for the
clusters or extended systems, as they quickly become uruster orbitals are solved in the presence of this density, but
wieldy for reasons already mentioned. because there are no orbitals in the surroundings, there is no

On the other hand, periodic slab DFT calculatibii®re  \ay to orthogonalize the cluster orbitals to the orbitals of
relatively inexpensive and quite capable of dealing with in-enyironment. This is fixed up in the Ellis embedding scheme
finite systems such as bulk solids, solid surfaces and intetsy ajlored repulsive potentials that force the electrons in the
cluster to stay out of the cores of the surrounding atoms,
dElectronic mail: eac@chem.ucla.edu introducing a degree of empiricism into the method. An al-
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ternate way around this problem was proposed and applied
within a DFT-in-DFT embedding scheme by Cortdfla,
where Kkinetic-energy cross terms are explicitly included. (

This method has since been applied in a similar fashion by

Wesolowski, Warshal, and Web&? to examine a solute in

solution and by Truong and co-workers to study the adsorp- U

tion of water on Na@D01).2®> Our method, discussed in sub- \

sequent sections, is related to these ideas. Region Il v
|.29 emb

In the early 80’'s, Whitteret al=® developed the first Region I
cluster-in-cluster embedding scheme. In essence, their
m?t,hOd ConSIS_ted of: solving fo'r a Self'conSISt(_ant_ fideh FIG. 1. Partitioning of the system. The figure on the left represents a local
minimum basis setone 4s orbital/atom description of @  chemisorption situation, whereas the figure on the right represents a local-
large cluster(e.g., ~30—100 atoms localizing the orbitals ized defect embedded in a bulk phase. The shading scheme shown is main-
via exchange energy maximization, using these localized or@ined in all subsequent figures.
bitals to set up the effective Coulomb and exchange opera-

tors for the electrons associated with the embedded clust§lhere a MCSCF cluster was embedded in a LDA cluster
and performing a relatively small configuration interaction background. Our model treats the extended parts of the sys-
(CI) calculation within the orbitals localized on the embed-tam in a periodic DFT-LDA/GGA fashion and the local re-
ded cluster. This strategy provides an approximate way Ofjion of interest as an embedded cluster described via explicit
accounting for nearby electrons outside the embedded clustgprelation methods. The scheme is well suited to deal with

itself. The theory enables the treatment of localized Chem'adsorption at low coverages as well as local defects or sol-
sorption processes using correlated wave functions, but igtes embedded in a condensed phase. The embedding
limited to a cluster description of the background. The maingcheme presented here seeks an accurate description of a
drawback of cluster-in-cluster methods is that the embeddingyca| region of interest yet also requires a full calculation on
operators are derived from a wave function that does nOhe extended background via DFT. This is in contrast to most
describe a metal properly: one needs a two-dimensionallprevious embedding strategies that utilize an unperturbed
infinite wave function/density with the proper band structure treatment of the background in order to construct a nonself-
In fact, a recent discussidhhas appeared pointing out a consistent embedding potential. These previous approaches

numbe-r of prOblemS with such .CIUSter'in'CIUSter mOdeIS.had as a goa| to reduce the expense of treating a |arge sys-
These include the lack of marked Improvement of the result%m; our goa] is accuracy, not reduction of expense at this

over finite clusters of the same size, problems with the orpoint.

bital space partitioning such that charge conservation is vio-  The paper is organized as follows. We develop the the-
lated, spurious mixing of virtual orbitals into the density ma- oretical framework and discuss the implications of the
trix, the inherent delocalized nature of metallic orbitals, etC.scheme in Sec. Il. Practical imp|ementation details are pro-
Nevertheless, this model has proved quite successful in derided in Sec. Ill. Applications of the method appear in Sec.

scribing a variety of chemisorption situations. Modified ver-|v. We offer perspective and conclusions in Sec. V.
sions of the scheme have also been applied to an extended

background® within a DFT frameworké**2and in conjunc- || THEORETICAL MODEL
tion with second-order perturbation thedry.

The perturbed cluster technique of Pis4niand
extension® as well as the closely related Green’s function Embedding theories are generally based on a systematic
formulation$®~*? provide a different embedding paradigm. partitioning of the total system. This is also the starting point
The Green’s function method, for example, yields a propefor our method. From here on, the cluster portion or the
description of the bare metal's bulk and surface states andegion of interest of the system will be referred to as Region
can be utilized to study local chemisorption and bulk defectd and the background as Region(Fig. 1.
very effectively, but the exchange and correlation are treated With this partitioning, one can formally write down the
in exactly the same way as in periodic slab DFT calculationstotal energy as
It is not obvious how this formalism could be generalized to _
explicit correlation methods like multiconfiguration SCF Eo=Bit But B, @
(MCSCB, Modller-Plesset perturbation theory(MPn),  Which can further be expressed in detail as
coupled cluster and CI calculations. The local space approxi- ~ A ~
matlioon of Kirtman and co-workers should also L'E)e menrt)izned Ecor= (Vo Fht Hu - Hind 1o @
in the context of embedding. This approach again deconin terms of the subsystem and interaction HamiltoniBips
structs the problem into an unperturbed density matrix and & {. and the total normalized many-body wave function
correction due to the adsorbate, which can be treated witly ' Things can be made further transparent if one views

explicit gorrelgtion method¥’ _ the problem from a DFT standpoint, which is formally exact,
In this article, we present a new scheme that combinegnq rewrites Eq(1) a<®

conventionalab initio and DFT methods. An effort in this i i
direction has been reported recently by Abarenktwal,* Ei=Tdpil+End pil+ Exd pil+I[pi]l +Eyy 3

A. Formulation
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with i =1, II, tot. Here, T, E,¢, J, E,. andE,,, are the non- B. Embedding implications
interacting kinetic, elect_ron—nuclear attraction, Hartree .repul- The role of the embedding thus described can be re-
sion, exchange-correlation and nuclear-nuclear repulsion en-

. X ! ) vealed succinctly by rewriting Ed1) as
ergy functionals, respectively. The interaction energy can be y by g Edl)

written in a similar manner as Eor~EgrP=E+ENFT+EXT, (19
) ) ) ) ) ab - o . .
E.— TNty ginty ginty ginty it 4 whereE" is theab initio energy of Region | in the presence
nets et e m @ of vemyr), E7" is the DFT energy of Region II, arel ' is

where the individual terms on the right side of the abovethe DFT interaction energy. Adding and subtractiﬁaFT
equation are given by [the DFT energy of Region | in the presencevgf,{r)] to
the right side of the above equation and rearranging, we get

e
Tlsn - Ts[ptot] - Ts[pl] - Ts[pll]: (5) EteoTb: EPFT+ EEFT—F E:anFT-l— (Elab— EPFT)
Ene=Emd protl — End pi1—End pul] — EDFT 4 (ERP_ EDFT), (16
=(vhdDlpu () +{vpdDlpi(r), (6)  cClearly, the difference betwedEf® andEPFT correctsED .
ot Also notice thatE]™" does not appear explicitly as it has
Exe=Bxd pod =Exd o] = BExd pul, () already been accounted for in the evaluatioeBf". Equa-
L tion (16) resembles the IMOMM/IMOMO family of
1 . .
Jint= 3 —Io1-1J _ r i), methodé® where the energy of the total sys_tem is first evalu-
[prod =] = Il el <p'( )‘ Ir—r’| Pl )> ated at a lower level of theory and corrections are added by

calculating energy differences of the region of interest at low

, and high levels of theory. Our method is formally distinct
Em=Em—Enn—Enmn (9)  from Morukuma’s approach in that the region of interest
(Region ) is not treated in isolation but rather is treated in

with pioi(r)=p,(r) + py(r). Given these definitions, one can the presence of an embedding potential.

construct Region I's embedding potentigl,{r) due to Re-
gion Il by performing a functional derivative with respect to
pi(r), with the assumption that,(r) andp,(r) are indepen-
dent functions, Of the functionsp,(r), p,(r), and p,(r), only two of
them are independent. One can chopge) and p;y(r) as
the independent variables. In principle, one should really

C. Variational domain

SEin ST sEM  sEM st

r)y= = + ) . L . .

Ve ) opi(r)  opi(r) ~ Spi(r)  Spi(r)  Spy(r) think of the two-stage minimization process in the spirit of
(100 the Levy constrained seaf®’
with rpin I’T;l)in Eteorpt[Ptot-PI]- 17
tot |

5Tism ST prot] Spiot(r) ST pi] However, experiené® has shown thap,,(r) obtained via
Soi(1)  Sped) (1) Spi(1) DFT is a good .re.presentatlo.n of.the true total densllty. We

therefore keep it fixed, and simplify the above equation

_ OTd prot _ oTdpl]
Opro(r)  Spy(r)

(11 n?)iln ESt oot p1], (18

with the variation domain

5Eint
r(rf)Iv',:e(r), (12 {oi(1),pu (D) | pi(1) + pu(r) = pro 1)} (19
! Therefore, all terms involvingo,,(r) are evaluated with

5Ei>?ct SEd prot] Opiol(T)  SE.d pil fixed pioi(r). This greatly accelerates the search for the varia-
— _ ; PAi emb

5p1)~ OpolD) (1) opi(D) tional minimum ofEc”
_Edpal  IEdpi] (13 M IMPLEMENTATION

OPro 1) opi(r) A. Computational procedure
sJint pu(r') Pt ) —pi(r') There are a number of issues to deal with in the practical
pi(r) Ir—r'| - f WdT - (14 realization of the theory. These steps constitute the main as-

pects of the implementation:

Similar equations have been derived by Cortona in the con- Step 1:A well convergedpo(r) is first calculated by
text of a pure DFT-in-DFT embedding scheRfea differ- ~ Solving the single-particle K8 equations for the whole sys-
ence here is that while terms involvipg, will be calculated ~ t€m

once and for all from a DFT calculation, the terms involving 192 \/KS i i

. . — = + —
p, will be updated self-consistently from a molecular quan- (= 2V Ver (D) o) = €xstiol 1, (20
tum chemistry calculation. where the KS effective potentiéﬂgf?(r) is given by
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P P —V long-range termgthe local part of the pseudopotential and
tot ' emb Hartree potentialare easily treated in reciprocal space using
t fast Fourier transforms. This implicitly relies on a uniform

real space grid. The short-range exchange-correlation contri-

bution is also calculated on the same uniform real space grid,
while the short-range, nonlocal pseudopotential contribution
was evaluated analytically in real space. Siig, requires
a “sandwich” of the potential between the basis functions,
SExd piotl I protl the grid-based termékinetic, Hartree and the local part of
SpiodT) Spiodr)’ (22) pseudopotential can become expensive to constrydie-
pending on the fineness of the grid and the number of basis
functions in the calculationas one needs to evaluate the
o potential on the entire grid. Details concerning the construc-
Ptot(r):z n'[ ol 1)?, (22 tion of ven(r) are presented in Sec. Il C.

. : . With regard to neutrality and particle number in the two
and{n'}, {eks}, and{4s,¢ are the occupation numbers, KS regions, Region | is kept neutral and the number of electrons
eigenvalues, and KS orbitals, respectively. in Region | is kept fixed because HF and MPn theories can

Step 2:A reasonable first guess fpi(r) is constructed only be applied to integer particle numbé?ddowever, since
for the atoms in Region | either by solving the SCF equations, __(r) is constantly updated via all the terms that depend on
for the cluster atoms without,,{r) or by a superposition of pl) and p(r), p(r) is allowed to evolve to self-
atomic densities. For the Hartree-FotHF) method}> we  consistency without any rigid spatial confinement, which ef-

FIG. 2. Schematic diagram of the embedding procedure.

Vei(r) =vpe(r) +

ne

the density by

solve fectively allows charge density changes in both regions.
EV FuCoi= thEV SurCois (23 B. Programs and densities
where the orbitals are expanded in terms of basis functions "€ method was implemented using suitably modified
{6, versions of the plane-wave-based DFT program CASYEP
: and the Gaussian-function-basedb initio program
HF, HONDOZ2® Converged p,,(r) were obtained using well
S(r)= C,: r, 24 tot _ \
witn) 2;’ ni (1) 4 documented plane-wave DFT techniques naturally suited for

periodic system&>®! Standard norm-conserving pseudo-
potentials? were used for the respective atoms and the
e oce . . LDA or the GGA* for the exchange and correlation. Cal-
piF(N =2 2 CkiC, ik (N1, (25  culations on the cluster SCF part were performed using
Lo HONDO. To enable simultaneous manipulationpg(fr) and
where C,; are the HF molecular orbital expansion coeffi- p,,(r) in the evaluation ofv.,{r), both densities were
cients, and~,,, andS,,, are the Fock and overlap matrices, representetf on the same Cartesian grid.
respectivelyj runs over all the occupied orbitals in the clus-
ter._S_ir_niIar equations can be derived for other self-consistertt:. Embedding potential
ab initio procedure$?
Step 3: vemd) is then constructed according to Egs. We now discuss implementation of the individual terms
(10—(14) using pio(r) andp(r). of the embedding potential.
Step 4:The effective one-electron operatog,{r) is
then expressed in matrix form in the cluster basis, inserte

and the density is given by

§- Kinetic-energy contribution - 8T™ 6p

into the SCF equations, ang(r) is updated. The kinetic-energy contribution to.,{r) is the most
challenging component. Since the exact analytic form of the

S (F,,+M,)C, =YD S,,Coi (26) kinetic-energy density functionalKEDF) TJp] is not
y o pr s el THRG Skl known, it is not clear how to construct a kinetic-energy po-

tential exactly. One therefore needs to use approximate

M“V.:<¢M(r)|vemb(r)|¢V(r)>’ @7 forms TiPfp] instead. Although many approximate
where{y;s} are the new orbital energies. KEDFs have been developed over the years, they lack trans-

Step 5:Steps 3 and 4 are performed repeatedly until fullferability, i.e., they cannot be applied with the same merits in
self-consistency is achieve@Fig. 2). It must be noted that different environment8® In addition, there is the subtle but
piot(r) is kept fixed during the entire process in accordancemportant question of the accuracy of the KEDF and its po-
with the definition of the variational domain described earliertential. We first present a discussion of different KEDFs and
in Eqg. (19). Post-SCF perturbative correctiofisiPn) are  their properties before presenting applications.
then calculated using the convergedr). The conventional gradient expansion is the oldest strat-

We emphasize that Eq27) is completely general re- egy, where the KEDF is approximated by a gradient expan-
gardless of the representation. In our implementation wesion around a slowly varying electron density, normally writ-
evaluate the various contributions tq, as follows: the ten a4®

Downloaded 11 Dec 2003 to 137.82.31.65. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



J. Chem. Phys., Vol. 110, No. 16, 22 April 1999 Govind, Wang, and Carter 7681

TP pl=~(to(p) +t2(p,Vp) +14(p,Vp,V?p) 10 =g

VNN —— Lindhard
+t6(p.Vp, V2, V%) 4. (29 N\ - T

The zeroth-order ternt, yields the Thomas-Ferm{TF) o8 b \\“\\ . ?,:SIIIS)T‘W
functionaP* and is purely a function op(r). The second- [\ ™
order termt, is one-ninth of the original von Weizsker ; \
(VW) correctiort® and is a function op(r) andVp(r). It is \ vN

fairly easy to show that the TF functional is exact only at the 06 | i NN
free-electron limit oftG— 0 in reciprocal space, and that the
vW functional is exact for one- and two-electron ground
state systems but fails for a many-electron environrfient. \ . .

The gradient expansion does improve the TF term, but di- 041 \ N
verges beyond fourth order for exponentially decaying den- \ .
sities and produces algebraically decaying densities and no \ N e
shell structure for aton®. In fact, t4 has a divergent func- 02 } S N ]
tional derivative andg diverges for atoms and molecuf&s. . =~
Extensions of this model have been used, where the strength 3

of the vW term is controlled by a parametar, i.e.,
A= %_46,56,57 0.0

0.0 1.0 2.0 3.0
n=G/2k,

X(GCWY (G
rd

Rl
T

The Lee-Lee-Parr approathbased on a conjointness
assumption between KEDFs and exchange functionals is an-
other scheme used to construct KEDFs. These functionaBIG. 3. Linear response behavior of various functionals in reciprocal space.

typically take the form All the functionals are normalized to the Thomas-Fermi respogge
=—(ke /7).
TP p]~(to(p)|f(p,Vp)). (29
The functionf(p,Vp) in the above equation is an enhance- ar 4 . , na
ment factor that depends @ifr) andVp(r) and is identical Txp1=(p(N*[Kalr=r)]p(r")), (34

-1
: (39

to the enhancement factor of the corresponding exchangeherea is some positive number. The kern€l,(r—r’) is
functional. One can obtain many different KEDFs startingchosen so thaf satisfies the exact Lindhard LR. In Fourier
from different exchange functionals in this manner. space, this is given by

The approximate KEDF models discussed thus far fall .
short of reproducing one important property. They do notf: 5 Tslp]
have the right linear-respongeR) behavior® which is re- Sp(r)Sp(r') |
quired to produce the correct screening potential and the con- 5 5
sequent Friedel oscillations. The Friedel oscillations arise as _ _ 1 _ 7T_<E+ 1-79 In 1+7
a result of the discontinuity at the Fermi surface and a weak Xuind Ki\2 47 1-7
quarithmic sin'gularity aG=2kF. in the exact.suscep.tibility, where »=G/(2k) is a dimensionless momentum agg,
given by the Lindhard LR function for a noninteracting elec- is the Lindhard susceptibility function in reciprocal
tron gas without exchanf&®! (Fig. 3). The exact screening space®® K_(r—r) can then be expressed in reciprocal
potential as a result has a slowly decaying oscillatory part space as “

cog 2kgr)
N (30 FK(r—1)=R (G)=—

exact r ) ~

-1 -1_ -1
Uscr XLind ™~ Xvw — XTF

, (36)
20(2Vp(2)(a71)

H — 2 1/3 :
where the Fermi momentuik:=(37°pg) ™™ and pg is the  here v is the simulation cell volume, andyre
average electron density. The TF functional, for |nstance,:_(kF/7Tz) and yow= xe/(372) are the TF and VW LR
yields an incorrect Yukawa-like screening potential that re- y

: A : functions, respectively.
sults from an incorrect constant susceptibility in reciprocal  +ha | R corrections can also be rigorously derived from

space, leading to no Friedel oscillations. The vW term, ony perturbation picture by expanding aroupg® Higher-
the other hand, corrects the TF susceptibility but is still in'order corrections can also be worked out in a similar

adequate. Approxim_ate KEDFs _with exact_elgR in principle .2 nne26” These KEDEs have been successfully used to
can be constructed in the following manriér: study the bulk phases of free-electron-like elements Ilik& Na

T pl=Trd p]+ Tuwlp]+ T p1, (31)  and nearly free-electron elements like %Af° where density
variations are moderate. It has also been used to study the
3(37%)%3 - diamond structure of $7
Trelp]= T(p(r) ). (32 Despite the success of these functionals with bulk mate-
) rials, they are unsuitable in situations where there are large
Tonlp]= 1/[Vp(n)| (33  density variations like atoms, molecules, and surfaces. This
wiPl™= g p(r)y [’ stems from the dependence of the above formulagyoend
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0.04 2. lon-electron contribution -  6EM/ &p,
The ionic interaction''(r) was represented by conven-
tional norm-conserving pseudopotenttdlhere the poten-
0.03 T tial was decomposed into a long-range local part and a short-
range, angular-momentum-dependent, nonlocal part
>
% S
2 002 - | -
2 o"(n=2> |Eo El 0 (r=Ry)[Im)(Im|
j1=0m=—
Imax—1 |
001 ] :Z Uloc(r_Rj)+z Zo mEI [Im) (v (r—R;)
J J = ==
_aloc(r_Rj))<|m|:Uloc(r)+vnonloc(r)v (37
0'000.0 10.0 20.0 30.0 . . .
z(au) wherej runs over the embedding iongm){Im| are spheri-

cal harmonic projection operatorsjs the angular momen-
FIG. 4. Surface density profile of a five-layer(A00) slab. The solid line tum of the relevant channel a|1lgl, is typically one greater
represents the KS density and the dotted line, the self-consistent densiW1 . ax .
using Eq.(31) with a2 an the highest angular component of any core orbital. The
' & local partv(r) is a pure radial function of the distance and
is evaluated in reciprocal space to account for the long-range

ke . It is conceivable that one can generalize E38{l) by components of the embedding ions, i.e.,

defining a locakg(r)=(372p(r)) Y or an averaged locé
as is commonly done in exchange-correlation functionals _ - _P— ~ —iG-(r—R;)
This, however, would be inconsistent with the derivation ofv'OC(r) 2 Viocll = Ry) 2 ezo vl G)e J
the response kern&l,(r —r') which is intrinsically based on
an expansion aroungl, and consequently a constagt. _1 > S(G)v(G)e T, (38)
In fact a “blind” applicatior?® of Egs. (31)—(36) in a V 670 loc ’
self-consistent density-based Hohenberg-Kd&CDBHK)
schemé® for example, to Al surfaces yields surface energieswhere G runs over the reciprocal lattice vectors up to
2-3 times larger than corresponding KS values, even thougtine plane-wave cutoff and(G) is the structure factor.
the surface electron density profiles agree very Swéee The short-range second term in E(B7) is calculated
Fig. 4). This implies that a good potential does not necessarby evaluating three-center integrals of the form
ily imply a good KEDF. Other approximate KEDFs do exist <¢L(r)|vnomoc(r)|¢'y(r)> in real spacé where{g{:'ﬂ(r)} are
that can yield accurate energies when good densities atbe atom-centered basis functions of Region I. This term falls
inserted®5%6°but these can differ greatly if evaluated via off exponentially and is negligible beyond a few neighboring
the SCDBHK scheme with their corresponding potentialsions. For consistency, the same type of pseudopotentials
One can also name several other exanple$ “good en-  were utilized in theab initio and DFT parts of the calcula-
ergy” KEDFs with ill-behaved potentials. In short, it is not tion. The radial parts of the pseudopotentials used in the
only important to choose a good functional in terms of theplane-wave DFT calculation of,,(r) were fitted to well
energy but also in terms of the potential, and vice versa. separated spherical Gaussian functions using a Levenberg-
Functionals discussed so far fall into a class where thdlarquardt nonlinear least-squares optimizafidmy ensure
kernels are density independent, ile(r —r'). Over the last compatibility with the Gaussian orbital-based program we
few years there have been a number of efforts to generalizaodified for the purpose of the embedding.
them to include a density dependence, i(p(r),p(r"),r We note that since the ionic summation in E(&) and
—1")),%%7% by taking into account all the important limits. (38) runs purely over the ions in the surroundings, this re-
Although these functionals do reproduce the atomic shelsults in an implicit “notched” environment where atoms in
structure and yield surface energies that are in good agreéhe embedded region are missing in the main (&l they
ment with KS jellium calculations, realistic applications ap- should b¢ and in all the neighboring cell@n artifacj due to
pear numerically prohibitivéscaling quadratically with grid the periodicity. It is therefore important to construct large
size due to the nature of their makeup. enough supercells so that the notches from different cells do
As seen from the above discussion, the KEDF must benot interact via the long-range terms treated in reciprocal
chosen with care. Judging by the results of Fig. 4, it appearspace. This is consistent with the calculation of the Hartree
that we are able to obtain good KEDF potentidlat yield a  term (see below, so that charge neutrality is maintained. At
good density while the “goodness” of the KEDF energies some point it may be possible to reduce the cost of this
remains to be demonstrated. We shall give details offthe calculation by using an approximate background density
functionals chosen for the embedding study, how they wereonstructed using smaller supercells by exploiting the fact
evaluated, and the quality of the results in the applicationshat the density far away from the adsorbate should be un-
section. perturbed.
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3. Exchange-correlation contribution - 5E‘X"c‘/5p, o
. I . Li Li

The exchange-correlation contribution to the embedding 3,465 :
potential was treated at the LDA or GGA level, consistent ) ® 3450
with the functional used in the calculation pf,(r). Since ou
this term is short ranged, it was conveniently evaluated on a
uniform grid in real space. . 4.060
4. Hartree contribution - 8J™/ép,

The electron-electron repulsion is a long-ranged term ‘ Mg . Mg
and must be handled with care. It can be evaluated in real or ~ ------ 2:543----- e 2:543-----
reciprocal space. Since the Coulomb potential falls off very Mg Mg

slowly with distance, a large number of cells needs to be
included for convergence. This is especially so if Region Il iSgiG. 5. Linear and T geometries. The linear geometry is shown on the left
effectively infinite, e.g., as in a crystalline bulk or surface.and T geometry on the right. All distances are in A. The figures also show
However, in reciprocal space, the long-range compor@nt, th_e embedded and embedding regions shaded in a manner consistent with
=0, can be easily isolated explicitly and dealt with "% 1
separately® In Fourier space, Eq14) becomes

5‘]int A e—iG-r . . .

=— > —[pulG)—p(G)]. (39) the spin-restricted HFRHF) level in the presence of
dpi(r) V é7o G2 vemd ). For both Li and Mg, standard contracted Gaussian
bases(CGTO) (4s,4p)/[2s,2p]"* were used. The full Mg

D. Calculation of the energies basis set was placed on the embedding Mg, to minimize the
basis set superposition errof8SSB’® and to produce the
correct tails ofp,(r) around the embedding Md.
Two different T¢ functionals and their potentials were

ES™ was calculated in the following manneE2® was
calculated self-consistently in the presencevgf,{r) and

EPFT in the presence ofvgm{r). The difference E
DFT: ; ; DFT
—E) Was'substltuted in .Eq(16) to correctEgy . A TIF-(WIWIp =T 4 LT, (40)

closer analysis of the correction term reveals that the correc-
tion arises from the different kinetic-energy and exchangesTIF~(YOVW (35223 1 V3p(r) 1 |Vp(r)?
correlation descriptions in thab initio and DFT calcula- : = p(r)?3— — =

Sp(r) 2 36 p(r) 72 p(r)?

tions, respectively. The other terms exactly cancel out

between the two. (41)
and the Zhao-Levy-ParZLP) model®

IV. APPLICATIONS
A. Li,Mg,: Linear and T geometries T?‘P[p]=22’3c1< p(r)®3 1—c,p(r)1?

The embedding scheme was first tested on the same toy
model (LpMg,) used by Abarenkoet al*® This model was 1
chosen because it is small enough to allow near full ClI XIn 1+m”> (42)
(nFCI) calculations to be performed for comparison. Both 2P
linear andT geometries were considered with; R3.465 A STEP c,
and Ryy,=2.543 A (Fig. 5, where the shading is consistent 5—:22/3_P(r)2/3_ 2%%c1¢,p(r)

2 p(r) 3
with Fig. 1). Two configurations, an infinite and a represen-
tative nearby separation, were chosen to examine energy dif-
ferences. XIn| 1+ 1/3)
C2p(T)

Regions | and Il were first identified. Liand the Mg
atom closest to it comprised Region | and the remaining Mg 223 o3 -t
atom comprised Region II. This is a meaningful partition, as + 3 Cp(N™ 1+ (B (43)

one can think of LiMg as the embedded clust@hemisorp-
tion region, and the lone Mg atom as the embedding regiorwith ¢, =3.2372, anc,=0.00196. These two KEDFs were
(surface. This identification was maintained for both the ge- chosen because they have been used successfully in a num-
ometries. ber of other calculation®:?>“®and their potentials have the
The reference density,,(r) was calculated using a proper limiting behavior and no divergencdsThese terms
plane-wave cutoff of 300 eV and a large supercell of dimenwere calculated in real space. The embedding correction to
sions 10 Ax10 Ax30 A. This simulation cell was large ERF' was calculated according to the prescription given in
enough to prevent any interactions with atoms in neighborEgs. (15 and (16). Table | summarizes the results. One
ing cells. Both LDA® and GGA* densities were calculated. should note that the MPn calculations are post-SCF pertur-

The Gaussian density(r) was updated self-consistently at bative corrections to the RHF result usip§™*.
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TABLE I. Li,Mg, -linear geometry. proTesressesssssssessesesees :

Pure DFT AE (eV)
LDA cluster —0.5501 3 :
GGA cluster —0.5264 am oe §

o H Ce ;
Finite cluster AE (eV)
RHF ~0.1121 : § °
MP2 -0.1815 g ; ;
MP3 ~0.1755 i j  Cuseb o ®
MP4 ~0.1729 ; i e e
nFCP —0.1565 : : :

Embedded clustBr AETFYOW (V) AEZP (ev)
RHF/LDA —0.3052 —0.4016 3 : : ;
MP2/LDA —0.2027 —0.2881 : """"""""""""
MP3/LDA —0.1654 —0.2592 : :
MP4/LDA —0.1501 —0.2403
RHF/GGA —0.2816 —0.3779 . . . . .
_ _ FIG. 6. CO/Cy11)). Figures show the side and top views of the simulation
MP2/GGA 0.1790 0.2644 ] : . . .
cell with the embedded and embedding regions shaded in a manner consis-

MP3/GCA —0.1517 —0.2355 tent with Fig. 1. The optimum bond lengths argdR1.15 A =1.86 A
MP4/GGA -0.1378 ~0.2166 9. - P gths argdr1.15 A, Ree,~1.86 24,

and Ry, =2.54 A, respectively. The different atom sizes indicate the dif-
ferent layers in the slab. Atoms in the topmost layer are represented by the
largest circles and so on. Note: image equivalents of the atoms in the unit
cell are also represented. The embedded cluster is composed of the CO
adsorbate along with one Cu atom from the top layer and three Cu atoms
from the second layer of the slab.

&The near-full Cl result for the linear LMgs.
bQuantum chemistry method for Region | listed first, DFT method for Re-
gion Il listed second.

A review of the linear-geometry results shows that both

LDA and GGA DFT cluster calculations result in an ] o ]
overbinding of a factor of more than 3 compared with levels. This optimized geometry was then kept fixed through-

nECI77-79 The embedding results presented in the bottorrPUt the gmbedding proc_:edurg. We er_nphasize that the current
half of the table demonstrate how the embedding helps de€Mbedding procedure is a single-point calculation for a spe-
crease the overbinding systematically as one improves thgfic geometry. The supercell used wagld ) slab contain-
level of theory. However, there are noticeable differences if"9 32 Cu atomgeight atoms per laygiand a CO placed at
the actual corrections for the two KEDF models. These dif-2 tOP site on one side of the sl&big. 6, where the shading
ferences can be attributed to inaccuracies in the KEDRS consistent with Fig. I The simulation cell was large
and/or the exchange-correlation models. Nevertheless, tH"0ugh(5.06 AXS?G AXZZ_'OO A so that the.mtergcuons
corrections have the same sign for both cases, which is ef2etween the periodic slab images were neghg%Té. The
couraging, and the final energy differences are in good agre€YStém was partitioned into the chemisorption regiBte-
ment with the nFCI numbers. Calculations were also perdion 1), comprised of one surface Cu atom, three second
formed on the T geometry, with the best embedding result@yer Cu atoms and the CO, and the backgro(iegion I,
yielding 0.1590 eV compared with 0.2983 and—0.2415 Ccomprised of the remaining Cu atoms.

eV for the LDA and the GGA, respectively. Even though the "€ Pri(r) was calculated using a large plane-wave cut-
embedding result is in error by 0.15 eV compared with the off of 850 eV with mtegraﬂqns over the surfa_ce Br_|IIoum
NFCI result(0.0117 eV, it is still an improvement over the 20n€(BZ) performed on a discrete mesh of eightpoints
DFT predictions. We shall see that this level of accuracy iSymmetrized over the irreducible BZ. A Gaussian

reproduced in our next, much more complex, test case. broadenin’ of 0.25 eV was also used to help the conver-
gence. The Gaussian densityr) was optimized in the pres-

ence of vgnfr) using contracted Gaussian-type orbitals
(CGTO) bases (8,5p,1d)/[3s,2p,1d]® for C and O, and
The method was next applied to study the well charac{5s,5p,5d)/[3s,3p,2d]®® for Cu, and corresponding
terized CO/C(11) system, where the experimental adsor-pseudopotential¥ Optimized minimum basis séMBS) 4s
bate binding energy and adsorption site are known for bottiunctiong’ were placed on the 12 Cu atoms nearest to the
low and high coverages. Since our embedding scheme iduster to minimize the BSSE and to allow for correct cusps
ideally suited to examine a low coverage scenario, we set ugt those nuclei. Thesgifunctions were obtained by perform-
our calculation to study a CO coverage@f,=0.125 ML, ing an atomic HF calculation on Cu using the uncontracted
or 1 CO per eight surface Cu atoms. Infrared and isosteri&GTO (5s,5p,5d) basis, and the MBS coefficients were taken
heat of adsorption daftayield a top site for CO and a bind- as the HF 4 orbital coefficients without thel contribution.
ing energy of about 0.52 eV at this coverage. Since the two subsystems involved are very different in
A DFT geometry optimization calculation on the entire the response sense, a hybrid KEDF model was designed to
system was first performed both at the LDA and the GGAcalculate the relevant contributions to the embedding poten-

B. CO/Cu(111)
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TABLE Il. CO/Cu(11)) binding energies. finite cluster binding energies with MPn theory have been

P AE @V reported by Bauschlich&f. He also found that the series
only became convergent for large clusters.

LDA cluster —1.2138 The embedding results in the bottom half of the table are

GGA cluster —1.1834 very encouraging, in that the oscillations are quenched out

LDA slab —0.8406 ; ;

GGA slab 07682 even in a small embedded cluster suggesting that the embed-

Expf 052 ded cluster has some of the same electronic structure char-
acteristics as very large finite clusters. Furthermore, our em-

Finite cluster AE (eV) bedding scheme improves DFT slab results. We point out

RHF —0.4288 that a comparative study using variolg functional models

MP2 —1.5973 was not performed in this case owing to the expense in-

MP3 —-0.9720 volved in performing this calculation.

MP4 —2.1585

Embedded clustBr AE (eV)

RHF/LDA 07895 V. DISCUSSION AND CONCLUSION

mﬁéjtgﬁ ,gzgégi We have presented and implemented a new embedded

MP4/LDA —0.6639 cluster method, combining explicétb initio correlation and
DFT, which offers the means to systematically improve the

RHF/GGA —0.7271 description of energetics in a local region. The scheme may

mgggﬁ :8'2332 be viewed as an extension of a pure DFT-in-DFT embedding

MP4/GGA 06823 formulation? but our scheme offers an improvement via an
explicitly correlatedab initio calculation of Region I. The

“The experimental value for CO/CLLY) for low coveragesP ¢o<0.25. procedure involves the usual partitioning of the total system

bQuantum chemistry method for Region | listed first, DFT method for Re-

gion Il listed second but utilizes no arbitrary orbital localization for the total space

or the subspaces, making it quite different from the related

approach of Abarenkowet al*® The scheme is exact in

theory, but not in practice, with the main source of ambiguity
tial. The extended background was treated using thatemming from the arbitrary nature of the density-functional

Wang-Teter-Perr6t5 functional (both kinetic and exchange-correlatjorcontribution to
vemd ). Nevertheless, the results from the two applications
T prod = Trel prot] + Tuwl Prot) + T L o] (44)  presented lend support to the procedure and certainly suggest
a better understanding of the compatibility of KEDFs and
STS/6 ST ST 5 exchange-correlation functionals is needed. Surely the devel-
s 1Pl _ OTrel prod il Prot + = pro(r) 18 opment of better KEDFs should help improve the accuracy
OpiolT) Oprolr) Opror( 1) 3

of the scheme as well. An improvement that is currently
being implemented involves eliminating the dependency of

Xf pot(r") ¥ K je(r—r")d7, (45 EPFTonTp,]. This involves solving the Kohn-Sham equa-

tions (at least onceto obtain a set of orbitals that yield the

which was calculated partly in real spac®f,T,y) and Same converged, .

partly in reciprocal spaceT®). This functional is a reason- Concerning the topic of orbital localization routinely

able choice as it has the correct LR by construction and!Sed in embedding schemes, the best route is surely via an

yields a good potential as judged by the surface electroRPtimal Wannier-like unitary localization transformatf8n

density(Fig. 4). The cluster+ CO system was treated using Over occupied orbitals prior to the construction of the em-

the ZLP functional, Eqsi42) and(43), and was evaluated in bedding operators. This is certainly possible for systems with

real space. a band gap, such as insulators, semiconductors, small atomic
The results presented in Table Il show that both DFT/and molecular clusters, etc., whose density matrices fall off

LDA and GGA cluster calculations overestimate the bindingéXponentially

energy by about 0.60 eV compared with experimghb2 ,

eV). Notice that the numbers are greatly improved at both lim P(r,r")=e A=l (46)

the LDA/GGA levels when the periodic slab model is used, "~"'I=~

demonstrating the importance of the correct infinite boundWhereﬁ is proportional to the magnitude of the band gap. In

ary conditions absent in cluster models. The situation is evegihar words. the density matrices in these systems are “near
worse in the case of the pure finite cluster quantum Chemic%ighted”sg or diagonal dominant. Metallic or zero-band-gap

calculations where one sees spurious gscillafﬁ)ms the  systems, on the other hand, pose a different problem, as their
binding energies as the level of theory is increased. This Cafensity matrices only fall off algebraicaf/

be attributed to the fact that the perturbation series is no-
where near convergent, as well as to the finite size of the lim P(r,r/)e|r—r'|73, (47)
cluster. Similar observations of oscillations in adsorbate- |r—r/|—
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finite band-gap systems. Even though it has been shownilo‘l li?’l %ﬁ%; F‘?- Himfggfylzﬂdos(ingge% KH W. JaCObSdeg, ;’2”?\‘ J. K.
1-93 H H H 0orskov, ys. Rev. Lett/3, , B. Rnammer an . K. Nor-
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