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We extend our recently reported embedding thédryChem. Physl10, 7677(1999] to calculate

not only improved descriptions of ground states, but now also localized excited states in a
periodically infinite condensed phase. A local region of the solid is represented by a small cluster for
which high quality quantum chemical calculations are performed. The interaction of the cluster with
the extended condensed phase is taken into account by an effective embedding potential. This
potential is calculated by periodic density functional the@yT) and is used as a one-electron
operator in subsequent cluster calculations. Among a variety of benchmark calculations, we
investigate a CO molecule adsorbed on d1Rd) surface. By performing complete active space
self-consistent field, configuration interacti@®l), and Mgller—Plesset perturbation theory of order

n (MP-n), we not only were able to obtain accurate adsorption energies via local corrections to
DFT, but also vertical excitation energies for an intergtat—27*) excitation within the adsorbed

CO molecule. We demonstrate that our new scheme is an efficient and accurate approach for the
calculation of local excited states in bulk metals and on metal surfaces. Additionally, a systematic
means of improving locally on ground state properties is provided2002 American Institute of
Physics. [DOI: 10.1063/1.1420748

I. INTRODUCTION first principles. Such calculations are far more demanding
than the corresponding ones in the gas phase due to the pres-
Experimental and theoretical investigations of elemenyunce of the surfacefb initio calculations for small mol-
tary molecule—surface interaction events such as adsorptiogjes in the gas phase often can predict bond dissociation

diffusion, and surface chemical reactions provide fundamenénergies and reaction energy barriers with an accuracy of

tal insight into various pher_10mena, exte_ndmg from hEztero'acpout 0.05 eMchemical accuragy but this requires an ac-
geneous catalysis to materials degradation and growth, an

on to surface photochemistry. One prototype extensivelfurate treatment of electron correlgﬂ@ag., by means of
studied because of its role especially in catalysis, is the incoUPled clusterCC) theory or multireference single and

teraction of carbon monoxide with transition metal surfacesdouble excitation configuration interactiglRSDCI)]. Un-

A great amount of experimental data has been obtained fdertunately, these traditional quantum chemistry methods ex-
CO adsorption on metals, including binding energiem  hibit a highly nonlinear scaling of the computational effort
thermal desorption spectroscopy or microcalorimetgjec-  when the system size is increased. Thus, in calculations of
tronic structure (via photoemission spectroscopyvibra-  adsorbate-surface interactions only a small part of the semi-
tional frequenciesvia high resolution electron energy loss or infinite surface can be taken into account explicitly or, alter-
infrared spectroscopigsand preferred adsorption sitéda,  natively, a more approximate theory has to be used. Density

chosen for investigation in this paper, which is adsorption g}UI approximate theory for bulk materials, surfaces, and in-

CO on Pd11). terfaces. It has a favorable scaling behavior with respect to

It is currently possible to calculate ground state proper{® System size and is a *first principles” method in the
ties such as adsorption energies, vibrational frequencies, arg§nse that it uses no input from experiment as other semi-
equilibrium geometries of adsorbate—substrate systems fro@mpirical methods do. We still prefer to distinguish DFT

from ab initio (i.e., traditional quantum chemigamethods,
dpresent address: Fritz-Haber-Institut der Max-Planck-Gesellschaft, Faras-Ince in DFT the exact exchange-correlation functional is
dayweg 4-6, 14195 Berlin, Germany. unknown and the results obtained sometimes depend
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Once the exchange-correlation functional has been chosen,ate markedly improved compared to HF or DFT by using
is not possible to improve a given result by applying a well-periodic second order perturbation theory. A recently pro-
defined hierarchy of methods including more and more elecposed method for calculating the special case of nondegen-
tron correlation. This systematic improvement is possible irerate excited singlet states in a Kohn—Sham formafism,
traditional quantum chemistry, though, where Hartree—Foclbased on Slater transition state theory and related sch€¥mes,
(HF) theory serves as a first approximation and static anghould not be regarded as a solution. This method solves for
dynamical correlation effects are introduced via multicon-a wave functionand its associated enejgiat is not a spin
figuration self-consistent fielfMCSCPH or complete active eigenfunction and therefore cannot be expected to provide
space SCHKCASSCH and CC or MRSDCI, respectively. accurate excited state properties.

The second main drawback of DFT is that, in contrastto  For studying localized phenomena on surfa@sijnitio
ab initio theory, the calculation of wave functions and ener-embedded clusters may be more appropriate descriptions
gies for electronic excited states is less well establishedhan supercell DFT models. However, the validity of the
Time-dependent DFTTDDFT) (Ref. 3 and the GW ap- cluster approach depends on the electronic structure type of
proximation to the self-ener§yre promising techniques, but the solid. For covalent materials, cluster models show some
a systematic treatment of condensed matter excited eleclependence on the size of the cluster used; however, the
tronic stategespecially localized ongésnd excited state po- localized electronic structure of covalent solids suggests that
tential energy surface$PES is not available, especially with proper “embedding” or termination of the clustés.g.,
given that exchange-correlation functionals have been deying off dangling bonds with hydrogen atojpsuch models
signed for—and/or take as input—ground state densifles. can be quite accuratesee, e.g., Ref. 21For ionic systems
TDDFT is based on linear respongeR) theory, with its  with a localized electronic structure, small clusters can give
attendant limitations, e.g., excited states involving multicon-accurate results for adsorption geometries and energies, if the
figurational character will be poorly described, as will anylong-range electrostatic interaction of the adsorbate and the
states that differ markedlgbeyond the LR regimefrom the  surface is simulated by a point charge field. Furthermore,
KS ground state. It is also unclear whether residual spin consuch embedded cluster models can be used for a successful
tamination present in the ground state KS determinant wilcalculation of electronic excited states of adsorbate—surface
carry over within LR response to spin contaminated excitedsystems, which lays the foundation of a microscopic under-
state solutions. Single particle Green’s function approachestanding of surface spectroscopy and photochemistry. Only
within DFT and the GW approximatiéf? yield observables recently has the basic mechanism of the most simple photo-
for No—Ng*+1 transitions, i.e., they are comparable to pho-chemical reaction(laser-induced desorption of small mol-
toemission or inverse photoemission experiments, but do nacules adsorbed on oxide surfacbsen clarified by exten-
yield excitation energies that conserve the number of elecsive Cl embedded cluster calculations, where a cluster was
trons. Very recently, first principles optical spectra for delo-embedded in a point charge array to mimic the long-range
calised band states and for molecules have been calculatdtdelung field. It was possible to construct multidimen-
using 1- and 2-particle Green’s functions derived fromsional potential energy surfaces for the ground and represen-
DFT4Y These do correspond to calculations of excited statefative excited electronic states, which could be used in sub-
that conserve particle number. Also recently, semiconductosequent time-dependent wave packet calculatiéns.
and insulator band gaps close to experimental values were Few calculations for models of adsorbate excited states
obtained using a semiempirical DFT function®@3LYP).>  on metal surfaces have been reported before this Work,
This should be regarded as fortuitous, since the experimentaince an embedding scheme for systems with delocalized
band gaps are derived from photoemission/inverse photalectronic structure is by no means straightforward. Finite
emission experiments or optical absorption measurementsjetal clusters without any embedding do not retain the long-
where the former measure energy differences between statemnged delocalized electronic structure, and hence results for
that do not conserve particle number and where the latteinteractions with adsorbates tend to vary drastically with
measures energy differences that involve an excitation thatluster sizé** Thus the need for such embedding schemes for
does conserve particle number. By contrast, the theoreticahetals has made ground state embedded cluster calculations
band gap reported in these studies is the difference betwedar metals and metal surfaces an active area of
two orbital energies for the neutral system. These values anesearch®@1%°) An extensive overview of the literature in
not directly comparable, as the theory ignores many-bodyhis field was given in our recent publicatiotis:®where we
relaxation effects present in each of the experimental meantroduced’” a new embedding theory, which efficiently
surements. Moreover, the B3LYP functional, which mixes inbridges the gap between periodic DFT and conventiaial
some Hartree—Fock exchange, cannot be applied to metalgijtio theory. In this paper, we report on recent technical
as Hartree-Fock solutions for such systems are unstalje  improvements of our theorge.g., extension to CASSCF and
exhibiting artificial charge density waves and the density ofCl embedding and on the extension of applications of the
states at the Fermi surface diverg®élternatively, quantum method to localized electronic excited states. Such
Monte Carlo(QMC) (Ref. 7 has been applied in order to adsorbate-on-metal excited states have been modeled previ-
estimate delocalized band excitation energies based on erusly using embedded cluster models and¥,but these
plicitly correlated wave function®® A promising approach previous calculations did not treat the background as an in-
for insulators and semiconductors has been reported by Bafinite periodic crystali.e. either cluster-in-cluster or “dipped
tlett and co-worker€® where the band gaps for polymers adcluster” embedding®]. Alternative approaches to excited
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states in the condensed phdeeg., GW theory(Ref. 4 and  Therefore, the embedding potential,,;,, which describes

TDDFT (Ref. 3] are meant for delocalized bandlike excited the effect of the surroundings, is defii®d’ as the functional
states or isolated molecules; to our knowledge the methogerivative ofE; with respect top,,
presented here provides the oribomplementaryapproach

to accurately determine excited states of an isolated adsox- _SEwnt _ Tdpial  STdp] N SENEL prot]
bate or impurity:® emb S Sprot 3, SProt

The paper is organized as follows: A brief review of the
general features of our embedding theory and the extension _ %Enelpl] n SExclpial  SExclpl
to CASSCF, Cl, and excited states is given in Sec. Il. The p) Opiot opy
calculational details on the cluster and periodic slab models 53 5 ST ST
used in our study are provided in Sec. lIl. Results of calcu- (S[ptm] 5[pl] = s[ptm] ;[m]
lations for the benchmark system CO(PH) appear in Sec. Prot Pi Prot Pi
IV. We offer conclusions and perspectives for further im- + (VL Vo) + (VLV} o) + (V- V),
provements in Sec. V. @
II. THEORETICAL MODEL where Vg, Vxc, and Vy denote the nuclear—electron,

exchange—correlation, and Hartree potentials, respectively.

As shown in Eq.(4), the embedding potential arising from
In our embedding theory, the total system is partitionedregion Il is the difference between the potentials obtained

in two regions. Region | denotes the region of inteesy.,  from the total system and from the cluster in region I. In our

the adsorption site where accurate quantum chemical clus-current implementation, the terms containing; are calcu-

ter calculationgHF, CASSCF, CI or MPn) are performed. lated once and for all from a periodic DFT calculation,

The periodically infinite background is referred to as regionwhereas the terms containing, are updated self-

I. With this partitioning, the total energi,, is defined for-  consistently. The only exception is the kinetic energy poten-

mally as tial, T4 p,)/dp,, which is also kept frozen after being cal-

~ A A culated oncdsee Sec. Il C for a detailed discussion
Eio=(ViodHi+Hy+ Hinr[ Wi =B+ Ey +Epnr, - (D) This definition of the embedding operator has important

whereH,yr andEr denote the Hamiltonian and energy of implications. We approximate the total energy of the system

interaction between regions | and II, and Whé’rg I:|II and @S

E,, E, refer to t_he Hamiltonian and energy within regionfs I Eio~ E?Or?b: E?b+ Eﬁ)FT+ ERIEI_T’ (5)

and IlI, respectively. The key quantity of our embedding

theory is the interaction energy, since the presence of regiore., in the presence of the embedding potential, the total

Il influences region | solely by the interaction Hamiltonian. energy is the sum of thab initio energy of region | and the

In a DFT framework, the interaction energy functional canDFT energies of region Il and the interaction part, respec-

be written as follows: tively. Rewriting Eq.(5) by adding and subtracting the DFT

; DFT ;
EINT:TISNT+ EKI\IET+ E')L\'J+J'NT+ E'.L“J @) energy of region | g7 '), we obtain

A. Formulation

Ts, Enes Exc, J, Enyn are the noninteracting kinetic, EfoTb: EIDFTJr EEFT“L ERIFTTJr Elab_ EIDFT

electron—nuclear attraction, exchange-correlation, Coulomb — EDFT4 (E3b— EDFT), (6)
repulsion, and nuclear—nuclear repulsion energy functionals, ot ! '

respectively. Corresponding expressions exist for the totalhus, the embedding theory can be regarded as a local cor-
energy functional and the energy functionals in region | andection to the total DFT energy by ab initio treatment of

region I, region I, whereE3® and EPF' are calculated from densities
According to Eq.(1), the interaction energy functional obtained self-consistently in the presence of the embedding
can be expressed as potential, v omp. This form of the total energy, written as a

_ total energy at a “lower” level of theory plus a correction
En=Erol piod = Eilpd = Bulpnl, © term is reminiscent of that used in QM/MNRef. 19 or
where each energy functional contains the correspondin@NIOM-type?® schemes. What distinguishes our technique
terms defined in Eq(2). The total densityp,=p,+py iS  from the latter is the explicit introduction of the interaction
obtained from a periodic DFT calculation and is kept fixed inof the surroundings with the region of interest via an embed-
the entire schem® which assumes that it is already a good ding potential, while the former scheme typically uses only a
approximation to the exact density. In the future, we plan topoint charge electrostatic embedding potential.

lift this requirement, so that the total density will be dynami-
cally updated as well. This basic idea is presented in more
detall in Sec. V.

Physically, we desire to know the effect of the infinite
surroundings on the region of interg@h terms of how it We now describe how ., enters theab initio calcula-
altersp,). This effect manifests itself energetically in terms tions in region | for different levels of theory. As a first
of E,yt and changes ip, due to the presence of region Il. approximation to an accurate description of region I, we usu-

B. Embedding at different levels of theory
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ally apply Hartree—FockHF) theory. The embedding opera- potential is calculated on a uniform grid in real space
tor enters the HF equations as an additive term to the Focfor convenience. The ion—electron potentialy e

matrix,1® =S6ENR[p)/ép is represented by conventional norm-
conserving pseudopotenti&fThe radial part of the pseudo-
> (FtM,,)C, = €, S,..Cui (7)  potential was fitted to spherical Gaussians using a nonlinear

least-squares optimization. This form of the pseudopotential

where F,LLV and S,uv denote the Fock- and Over|ap-matrix is necessary for Compatlblllty with the modified version of
elements in the Gaussian atomic orbital bagjsandC,;  the HONDO quantum-chemical program package used for
denote the orbital energy and the molecular orbital expansiothe embedding calculatiori8.
coefficients for thdth molecular orbita(MO), respectively. We now elaborate on the evaluation of the kinetic energy
M, is the matrix representation of the embedding potentiapotential, ST [pl/dp;, since here we use a different ap-
in the atomic orbital basis, i.e., proach from that employed in our earlier work. Since the
- exact kinetic energy density functiondEDF) is not known
M =X ulVemd X2)- ® (similar to the exchange-correlation functionan approxi-

Sincev ¢mp coNtains terms dependent on the denpjtyM ,, ~ mate form has to be used. We apply the conventional gradi-
is updated in each iteration until self-consistency is achievedent expansioiCGE) up to second ordéf,
Post-HF perturbative corrections (MB- are subsequently

appro: — + 1
calculated using the Hartree—Fock molecular orbital®b- T p]=Trel p]+ sTunlp. Vo], (D
tained in the presence of the embedding potential, where
3(377)2/3
¢i=2 CpiXy- 9 TTF[p]ZTf p(f)5’3dr=CFf p(r)*dr

This can be done straightforwardly since only the two-is the Thomas—Fermi functional and
electron integrals have to be transformed to the MO-basis in 2
) : . 1 [Ve(r)
order to obtain the perturbation energies. w=g | T
The situation for Cl and CASSCEF is altogether different. p(r)
In order to calculate the matrix elements of the electroniche von Weizseker functional. The corresponding approxi-
Hamiltonian, the one-electron embedding integrals have tenate kinetic energy potential turns out to be

be transformed as well, i.e.,
ST p] _ oTrelp] 1 6Twle. Vo]

dr,

<‘Pi|h+aemd¢j>22 2 CZ,in,j<XM|h+8edev>' op op 9 op
o v
(10) 5 s L[IVp(OI?_¥2p(r)
. . o :§CFp(r) +7_2 (r)2 -2 (r)
For a single reference CI calculation, this is done once and P p
for all, after the MO’s have been obtained by a preceding HF =Vt Vow, (12)

calculation. For CASSCF calculations, we must do an inte-
gral transformation every iteration, since the MO expansior'n€re
coefficients change as well. Usually then the CASSCF den- v, .=35Cqp(r)??
sity is used for the construction of the embedding potential.

Of course, CASSCF and Cl can be used for the calcula@"
tion of excited states. However, it is not immediately obvious 1[|Vp(n)]?2 _ V2p(r)
how to construct an appropriate embedding potential for ex- va=§ p(1)2 - (1)
cited states, SiNC® .y is formulated in a DFT-like(and )
therefore ground-state-likescheme. Throughout this paper, denote the Thomas—Fermi and von Wectsa kinetic en-
we use the approximation that ground state embedding offfdy potentials, respectively.
erators are applicable to excited state calculations as well. A Given the total density,; and theab initio densityp, ,
strategy to improve upon this approximation will be dis- the evaluation of the interaction kinetic energy potential is

cussed in Sec. V. now feasible from
5TS" _ Tdpod  5Tdpi] 13
C. Embedding potential o OPiot o

Details on the implementation of the individual potential Unfortunately, we encountered a severe problem when
terms in Eq.(4) can be found in a previous papé@mBriefly, pseudovalence densiti¢those densities arising from use of
the Hartree potential was evaluated in Fourier space, as de- pseudopotentiplare inserted in Eq(13). The use of
scribed previously. The exchange-correlation contribution tgseudopotentials is an intrinsic approximation in many
the embedding potentiadiE'XNcT [p)/dp,, is treated at the LDA  plane-wave-based DFT codes, akin to typical effective core
or GGA level, consistent with the functional used in the pe-potentials(ECP’9 present in many quantum chemistry pro-
riodic DFT calculation. The LDA potential is accurately cal- grams. The effect of the nucleus and core electrons is re-
culated on a Becke-type radial gfitiwhereas the GGA placed by a nonlocal pseudopoteniiai ECP, which turns
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FIG. 1. Pd atom: Radial Kohn—Sham DFFPW9Y) densities. Full line: all
electron density; dashed line: pseudovalence density. The densities ar
forced to match at distances larger thass 2.39 bohr.

130
110 |

9%
out to be a very good approximation in most applications.
For our purposes, however, we found that the von Weiz-
sacker potential exhibits singularities close to the nuclei if
pseudo-valence densities are used for the construction of th
kinetic energy potential.

In order to investigate the origin of this phenomenon, we
performed atomic calculations where we could calculate
these potentials with high accuracy from all-electron and s}
pseudo-valence densities. The Kohn—-Sham equations wer ‘ ‘ ‘ ‘ .
solved numerically® Figure 1 shows the all-electron radial b 0 05 1 15 2 25 3 35 4
densityr?- p(r) for a Pd atom and the corresponding pseudo- B
valence density when norm-conserving pseudopotefftials FIG. 2. Pd atom: Kohn—Sham DFFW9]) kinetic energy potentials ob-
are used. In the valence region, the all-electron and pseud@-‘”e_d from(@ the pseudovalence density affg the all-electron density.

L. L . ull line: locally truncated conventional gradient expangi6GE) potential
valence densities are almost 'nd|Stmnghable' The a”(a) or full CGE potential(b); dashed line: von Weizsker potential; long
electron wave function and the pseudovalence wave functioflashed line: Thomas—Fermi kinetic energy potential.
are forced to match at distances larger tmas 2.39 bohr.

Because of the pseudopotential, the pseudovalence density

70 |-

50

Potential / Hartree

rapidly decays to zero in the core region. The calculated 1  Vow

kinetic energy potentials for the pseudovalence density are STEPPOY 1] Vet §va if v <1

shown in Fig. 2a). Because of the rapid decay of the density, -s B _ TE (14)
the gradient-containing terms in the von Weidear potential op Ve if VVW> 1.

become artificially large and are even amplified since they Ve

are divided by the small density in the core region. This is taNumerical tests for the Pd atom show that in practice, this
be contrasted with the behavior of the all-electron kinetictruncation criterion is very similar to the Hohenberg—Kohn
energy potentials shown in Fig(i8, where we see that the condition. The resulting potential for the locally truncated
Thomas—Fermi potential always dominates the CGE and the GE[Eq. (14)] is shown in Fig. 2a) as well. The potential is
von Weizsaker potential never exhibits singularities. now well-behaved close to the nucleus. From Fi@),2it is
This pseudopotential artifact mentioned above can belear that for small distances and in the asymptotic region,
overcome by considering the convergence radius of the corwe should use the Thomas—Fermi potential only. For mod-
ventional gradient expansion. Following Hohenberg ancerate distances, the CGEr+ 3T, is applicable. However,
Kohn?* the CGE can be applied only ¥ p|/kep<1, with  close inspection of Fig. (@) shows that the locally truncated
ke being the Fermi-wave-vectdt-=(372p)Y°. We use a CGE exhibits kinks at the truncation points. This turns out to
similar condition(based on potentials for convenieh@s a  be no problem in practice, since in our embedding calcula-
truncation criterion for the CGE, i.e., tions the kinetic energy potentials due to btk andp, are
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calculated on the rather coarse uniform grid in Fourier space
(the one used in the periodic DFT calculatioRor this rea- [111]
son, these kinks are not resolved.

One further approximation in the construction of the ap-
proximate kinetic energy potential was found to be neces- 8 (C)
sary. In Sec. Il A, we pointed out that in general all embed-
ding potential terms containing,; are kept frozen, whereas 000
all terms containingp, are updated self-consistently. The
only exception isST4 p,1/dp,, i.e., the kinetic energy poten-
tial calculated from theab initio density. We found empiri-
cally that a self-consistent update of this term generally
yields inferior results compared to a frozen density calcula-
tion. In other words, we employ the approximation that . ) )
ST p)16p= 6T pPl6p?, wherep! denotes the converged side view top view
ab initio density in region | in the absence of the embedding
potental, which is usually the ital density in our selt F8 % FLLIC0 1 oo e o
consistent e_m_beddmg SChgjme(') _SO' similar to the embeddi raI.IeI to the surface normal. The stars indicate unoccupied fcc hollow
terms containing,., 6T p; )/ dpy is calculated once and for sijtes.
all at the beginning of an embedding calculation. While such
a procedure seems to be quite arbitrary, it is known in the
literature that inserting “good” densities into the CGE gives reasonable agreement with other theoretical and experimen-
much better kinetic energies than a self-consistent sciBme.a| data. Loffredaet al® found in a DFT study the opti-
We assume in the present work that this is true not only foinjzed distancesd(C-0)=1.189A andd(C-9=1.296 A.
kinetic energy functionals but also for their correspondingexperimental results are reported to be about
potentials. d(C-0=(1.15+0.05 A and d(C—9=(1.29+0.09 A.2%@

A crucial test justifying these various approximations
will be presented in Sec. IV A.

B. Embedded cluster calculation

IIl. CALCULATIONAL DETAILS The second step in our embedding scheme is a quantum
chemical cluster calculation for region | in the presence of
the embedding potential. The smallest cluster consists of
The first step in our benchmark study of CO on athree Pd atoms of the fcc hollow site (ffdand the CO
Pd(111) surface is a periodic DFT calculation, for which the molecule. The cluster size convergence was studied for ex-
CASTEP program package has been Sedle model the cited state calculations by including the three Pd atoms ad-
Pd(111) surface with a three layer slab containing 8 Pd atomgacent to the three Pd atoms of the adsorption site, in the
per layer. Convergence studies with respect to the number agfecond metal layer, resulting in a Pcuster. All core elec-
layers show that a three layer slab is sufficiently thick totrons are replaced by large core EC#*8:%° and for an ac-
accurately calculate properties such as adsorption geometriesrate description of the valence electrons, a double-zeta ba-
and energies. A CO molecule is placed at an fcc hollow sitesis set turns out to be sufficieftThe basis set superposition
on one side of the slab corresponding to a coverage of 0.12&ror (BSSE for interaction energies iss0.1 eV in this basis
monolayers(Fig. 3). The simulation cell, which is periodi- set, as evaluated via the counterpoise correction of Boys and
cally repeated in three dimensions, was sufficiently largeBernardi®? The BSSE is so small that we did not use ghost
(5.52 Ax9.55 Ax16.00 A so that the interaction between functions at the atomic sites adjacent to the cluster, which
periodic slab images normal to the (R#l1) surface was neg- was found to be necessary in our previous wiSrklote that
ligible. In order to obtain an accurate densjiy;, a plane use of standard quantum chemical ECP’s in the cluster cal-
wave cutoff of E.,=700eV and a surface Brillouin zone culations introduces an inconsistency in our approach, since
sampling containing 9 speci#&-points was used. As men- Troullier—Martins pseudopotentidfshave been used in the
tioned in Sec. Il C, nonlocal norm-conserving pseudopotenperiodic slab calculations. However, using ECP’s in region |
tials were used to replace the core electrons and nuclei. Sinaeas found to yield better results for the properties of interest,
surface relaxation effects were found to be unimportant foespecially with respect to vertical excitation energies. In Sec.
the adsorption energy and geometry of CO on th€lPYl  IVB, we discuss the problem of validity of ECP’s and
surface*?? the substrate geometry has been chosen to b&roullier—Martins pseudopotentials {any) quantum chemi-
identical to the experimental bulk lattice constant. Howevercal or DFT calculations of excited states.
a full geometry optimization has been performed for the ad-  All embedded cluster calculations were performed with
sorbed CO molecule using the PW91 GGA exchangea modified version of the HONDO quantum chemical pro-
correlation functionaf® From these calculations, we find an gram packagé® We carried out embedded cluster ground
adsorption energy oAEggg:—l.?l eV and a linear geom- state calculations within Hartree—Fock or MP-theory,
etry defined by the interatomic distanc#eC—-0)=1.172A  though of course our newly implemented CASSCF and ClI
and carbon—surface distandéC—S9=1.362A. This is in  embedding theory could have been employed also.

A. Periodic DFT calculation
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C. Local correction term for ground state energetics TABLE |. Basis sets for gas phase CO calculations.

Once theab initio energy in region | in the presence of Basis |  4s4p/2s2p+1d(0.8)+1p(0.05) 1s ECP; SBKJG

: \ glgb g p
th[t)aFTembeddmg potepnalE, [pi], has begn calculated, Basis Il C: %5p1d/4s2pld+1p(0.034) DZP+1p Dunning
Er" [p] must be ot?talned gg the construction of the local 0: 9s5p1d/4s2p1d-+1p(0.059)
correction term,E®[p,]—E;" '[p], according to Eq.(6). _ ]
This is performed by calculation of a Kohn—Sham DFT en-Basis lll 11s6p3d2f/5s4p3d2f aug-ce-pvTZ
ergy expectation value for the converged denﬁf&, ie., Basis IV C: 126p3d2f1g/5s4p3d2fig cc-pvVQZ+ 1slpld?
+15(0.023)+ 1p(0.021)+ 1d(0.015)
DFTf -1 _ =DFT _ b b
EP Il =EP o7 = Td pi®] + Enel o] + Exclpf’] 0: 1256p3d2f1g/5s4p3d2fig

+15(0.032)+ 1p(0.028)+ 1d(0.015)

+En[pf"] +Enn. (15 —
eference 31.

With the exception off { p,], and given a choice dxc, all  breference 35.
terms in Eq.(15) can be evaluated exactly in terms of the ‘Reference 36.
density. However, in the evaluation of the kinetic energy‘Reference 37.
functional, the noninteracting kinetic energy,

1 N eigenvalues of the Cl-matrix. This calculation of vertical ex-
Ts=— 52 (@il V@) (16)  citation energies is different from the evaluation of adsorp-
=t tion energies according to E(). Whereas the calculation of

and not the conventional gradient expansion is used to obtaiadsorption energies is a local correction to the total DFT
accurate energies. In our current embedding scheme, the anergy, the evaluation of vertical excitation energies utilizes
bitals used in Eq(16) are those obtained in an embeddedthe idea of performing ClI calculations for a small cluster
Hartree—Fock calculation. This has to be regarded as a fuunder the presence of an effectiiground-state-likeembed-
ther approximation, since a rigorous scheme would requireling potential. In other words, the excitation energies are
construction of an effective Kohn—Sham potentigk from  obtained directly from the energy difference between the em-
the densityp®®. In a second step, one would solve for the beddedab initio total energies for region E2°, for the two
Kohn—Sham orbitals corresponding to thigs, which in  states. An extension of this scheme will be discussed in the
turn would be used in Eq16). However, this approximation final section of this paper.
is expected to be reasonable, since in many cases Hartree—
Fock and Kohn—Sham orbitals turn out to be quite sinfilar. £. Benchmark calculations on gas phase CO

In order to judge the influence of our rather small basis
D. Embedded cluster excited state calculations set and the neglect of dynamical correlation effects on verti-

For the calculation of excited states corresponding tgal exc[tation energies, we perfor_med extensive ben(_:hmark
internal CO excitations, we first obtained the MO’s in an calculations for the CO molecule in the gas phase using the
embedded CASSGQEO/7) calculation, where the 4o, 50, ~ MOLCAS (Ref. 34 and HONDO program packages. The
177, and 27*-like orbitals of the CO molecule are included in C-0 distance used corresponds to the experimental value of
the active space. To facilitate the identification of the MO's1-128 A. Various states were calculated using four different
that should be included in the active space, an initial gues82sis setslisted in Table J. The influence of dynamical cor-
wave function corresponding to a large molecule-surface dis’€lation effects was investigated by extensive MRSDCI cal-
tance R=1000 bohr) was constructed. The well separated3U|at'°”S- The referen_ce conf|_gurat|on space was gene_rated
MO’s were helpful in designing the active space in the subPY CAS(10/8 calculations using the same active orbital
sequent CASSCF calculations, since at very large distancé®ace as in the embedded cluster calculatides, the 3,
no mixing with Pd MO's occurs. 40, 1w, 50, 27" -orbitaly, as well as the & -MO. This

The embedded CASSCF density matrix was obtained b hoice of active space is di_scussed further in the next sgction.
averaging the density matrices for the electronic ground statg©" the largest basis seasis IV), the Cl expansion contains
and the excited state of interd this case théll-state for ~ Petween 6.5 milion CSFs[for the D "A-state with a
the CO molecule with equal weights. After obtaining the CAS(10/8 referseni:e space of 272 C3Fand 12.5 million
MO’s under the influence of the embedding potential, weCSFs[for theb 2" -state with a CAEL0/8) reference space
performed a valence Cl calculation with the same active®’ 360 CSF$ resulting in very accurate vertical excitation
space as in the preceding CASSCF calculation, but now thghergies. Details are discussed in Sec. IV.
embedding operators are constructed by using a ground-
state-like single determinant reference configuration with thdV- RESULTS
QASSCF MO’s. Thi; corresp_onds to a ground-state embedy CO/Pd(111): Ground state calculations
ding potential as pointed out in Sec. |l B. Exploratory calcu- . ]
lations using nonground-state-like embedding potentiald: OFT in DFT embedding
(e.g., excited state density matriceggmve far less consistent In order to test the general validity of our approach, we
results. first performed a DFT-LDA calculation in region | in the

Vertical excitation energies for the PICO and Pg/CO  presence of the DFT-LDA embedding potential, for the pure
systems are obtained by the calculation of the correspondingd111) surface, as represented by a Rtlister embedded in
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DFT in DFT embedding TABLE II. Adsorption energy AE,y) for CO on Pd111).
< Embedded cluster density Pd;/CO Pd;/CO
— —DFT slab density AE q/eV embedded not embedded
0.6 1 E(HF) -2.13 -1.75
E(MP-2) -1.42 —-455
, ; E(MP-4) -1.55 -5.03
3 04r ! Eqa PW91) —-1.71 t0—2.07
2 i EqaLDA) —-2.98
g / E(expt.) —1.47 to—1.54
a v
02- /
/ “Reference @).
: PReference 38.
0.0k~ —tmsme o o i e
By contrast, nonembedded cluster calculations exhibit
‘ ‘ _ severe problems. While nonembedded HF-calculations give
132 152 172 19.2 21.2

fortuitously good results, the Mgller—Plesset perturbation se-

ries diverges, yielding far too large values for the adsorption

FIG. 4. DFT(LDA) in DFT (LDA) embedding calculation. The diamonds energy. The divergence can be traced back to quasidegener-

Qenote a slice of an (_embedded cluster electron den_sity along a given diregta one—particle energies for the Occupied and virtual orbitals

ggg igelcﬂ?;?oer? line is the same cut through a density obtained from a D':Fesulting in artificially small energy denominators in the
MP-n perturbation energy corrections.

The embedded cluster results exhibit a different picture,
the periodic slab described in Sec. Il A. According to Eqg.when the locally truncated CGE for the kinetic energy func-
(6), such a procedure should simply reproduce the results dfonals and the PW91-GGA for the exchange-correlation
the periodic slab DFT calculation. Of course, the correctiorfunctionals are applied. The adsorption energies are obtained
term in Eq.(6) is zero by construction but all other observ- using Eg. (6), i.e., the local binding energy correction
ables should be identical as well. A comparison of the peri{ AE3"ioioe— AER L 0n) is added to the DFT slab binding
odic slab total density with the embedded cluster density irenergyAEg 'y, Hartree—Fock theory overestimates the ad-
region | along a particular directiofFig. 4) clearly demon-  sorption energy §Eg=—2.13€V), but the MPa series,
strates that these densities are virtually identical. Small difwhich in this case does not exhibit convergence problems in
ferences are likely due to the grids used in the embeddinghe presence of the embedding potentisée Sec. IV
(Becke-type versus the DFT slatuniform grid). We regard  Yields results in excellent agreement with experiment. Actu-
this calculation as a crucial test for our embedding schemeglly, the deviation from the experimental value is only on the
especially with respect to the choice of our kinetic energyorder of 0.05 eV, which is smaller than the intrinsic errors
potential (Eg. 14 and the frozen density approximation ap- (basis set, BSSEnN our calculations, and probably smaller
plied for ST p,)/dp,. It appears both approximations are than the uncertainty in the experimental vaffi¢dowever,
performing well for the present example, but future studieghe results have to be regarded with some caution, since the
will show whether these approximations are generally appliadsorption energy has been calculated at the PW91 DFT

Distance / Bohr

cable. equilibrium geometry obtained from a periodic slab model.
Since we did not perform a geometry optimization of the

2 Embedded versus nonembedded cluster embedded cluster, there might be a slight inconsistency be-

calculations: Adsorption energies tween the calculated MIR-adsorption energy and the PW91

The next step in our study is a comparison of embedde
and nonembedded cluster calculations with periodic slab cal-
culations applying different levels of theory. In Table II, we o )
present the results for the adsorption enefg§g, of CO on 3 Sensitivity to the KEDF choice
Pd111) using a Pd cluster. The calculations are performed A crucial feature of our embedding scheme is the choice
at the adsorption geometry optimized in a periodic slab DFTof the kinetic energy density functiondKEDF). Since the
calculation (Sec. ). Our periodic DFT result AEg  exact KEDF is unknown(similar to the exact exchange-
=-1.71eV) differs from the experimental adsorption correlation functional an ambiguity arises in our theory.
energy® (AEg= —1.47 to—1.54 e\j by about 0.2 eV. How- However, the choice of the KEDF is not as critical in our
ever, in other studies where different slab models, limitingembedding theory as it is in orbital-free DETsince the
coverages, plane wave cutoffs and pseudopotentials wei€EDF enters, e.g., the Hartree—Fock equations only as an
used, rather different results are repoftéd (AEg= effective one-electron operator and is therefore a second-
—2.07eV), even though the same PW91 exchangeerder effect. Of course, the influence of various KEDFs on
correlation functional was employed. This shows the level otthe results must be investigated. Table IIl contains adsorption
variability of results one can expect when performing DFTenergies using different approximations for the kinetic en-
slab calculations, due to various numerical parameteergy functionals used in the embedding potential. It turns out
choices. that the gradient-corrected function&aBGE) result in much

eometry. Future studies allowing structural relaxation will
élarify this point.
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TABLE lll. Adsorption energy Pg/CO using different kinetic energy func- B. Benchmark vertical excitation energies for gas

tionals for the embedding potenti&(MP-4)/LDA denotes a MP-4 calcu- phase CO

lation with a LDA exchange correlation embedding potential. All other en-

ergies have been obtained with a PW91 exchange correlation embedding |n order to estimate the accuracy of our embedded clus-
potential. ter excited state calculatiottgide infra), we investigated the

dependence of CO vertical excitation energies on the atomic

AEqgsleV Tret 19Ty Tre Tzp . . . .
orbital basis, details of the CASSCF calculations, and the use
EE’\HAF;)_Z) :i-}é :;-?g :;-g; of ECP’s. Energy differences between the'> ™ ground
E(MP-4) les oo [y state and the low-lying 3IT, b33 ", d3A, A, andD A
E(MP-4)/LDA ~1.98 204 202 states were calculated, and the influence of dynamical corre-

lation effects was investigated by MRSDCI calculations. The
geometry was kept fixed corresponding to the experimental
gas phase value &&= 1.128 A*? Actually, a geometry op-
timization for theX =" ground state results in a very simi-
lar internuclear distanc¢R,=1.133A, CAS10/8), basis

more acgutratt(; mteractlo; er:ergles torc; g[]%;%r[g?;ei lev 1. Throughout the study, the irreducible representations of
compared fo the non-gradient-corrected ofy €L the C,, subgroup of the molecular point group,, were

40)]. The use of gradient-corrected kinetic energy functional%sed to specify the states of interest. In Table IV, we present

IS COTSI'.S ter}t W'i.h the;@% of 3 gratld'?r? t-(_:otr-rected elxi.hangee'xcitation energies for the four different basis sets introduced
corre;ation func fonal 41])’ ue to the intimate relaton-, gec )1 (Table | together with experimental results from
ship betweernT g andEyc . For comparison, we include in the literaturet®

Table Ill MP-4 results where we applied the local density
approximation(LDA) to the exchange-correlation functional 1. Size of active space
in the embedding potential together with various kinetic en-  Using basis |, excitation energies were calculated at the
ergy functionals. Obviously, LDA gives inferior results CASSCF level, optimizing the MO’s for each state sepa-
throughout the study, which is not surprising, since alreadyately. Dynamical correlation effects were neglected. Two ac-
the LDA slab result is not at all in good agreement with tive spaces were employed: the CA8/8) space introduced
experiment AEg=—2.98eV). In such a case, even our em-in Sec. |l and a smaller CAB/6) space, which contains
bedding theory cannot compensate for all deficiencies of thenly the 4r, 50, 17, and 27*-MO's. Obviously, the
local density approximation. It is interesting to note, though,CAS(6/6) space is too small to give accurate results, since
that the MP-4 adsorption energies using a LDA embeddinghe difference between the CA®/8 and CAS6/6) can be
potential seem to be almost independent of the choice of thiarger than 1 eV depending on the stdtee, e.g., the
kinetic energy functional; this is in contrast to the PW91X S " — A I transition. Furthermore, using the irreducible
embedding potential, which exhibits far higher sensitivity torepresentations of th@&,, molecular subgroup to specify the
the T choice. state of interest in a CA®/6) calculation can result in an

In conclusion, our embedding scheme works very wellenergetically wrong ordering of states compared to a
for the calculation of the adsorption energy of CQ/Pd) at  CAS(10/8) calculation. For instance, the lowe#t, state in a
the MP-2 or MP-4 level of theory. We find that gradient CAS(6/6) calculation corresponds to tide’A state and not to
corrections for the embedding potential are mandatory to ertheb 33, " state as in CAG0/8). Therefore, we conclude that
sure accuracy, both for kinetic energy and exchangethe size of the active space in our subsequent embedded clus-
correlation terms in the embedding potential. ter calculations should be similar to that of a QAS/9

TABLE IV. Vertical excitation energiesAE (eV), relative to ground stat&X '3+ CO for different basis sets and electron correlation methdgls (
=1.128 A).

Basis | Basis I Basis IlI Basis IV

State CAS(6/6) CAS(10/8 CAS(10/8 MRSDCI CAS10/8 MRSDCI CAS10/8 MRSDCI Experiment

a’ll 7.36 6.67 6.60 6.31 6.65 6.32 6.65 6.34 6.25

b3yt (9.23b 9.15 11.42 11.08 10.66 10.47 10.48 10.36 10.25
8.38 fora 3y "

d3A (10.28°¢ (10.149° 10.14 9.55 10.12 9.42 10.12 9.43 9.25

Al 10.34 9.26 9.19 8.68 9.23 8.59 9.23 8.60 8.38

(9.62¢ (9.09¢

D!A 11.03 10.78 10.78 10.29 10.72 10.12 10.72 10.13 10.00

8.88 forl '3~

*Reference 43.

bState isd A (Lit: AE=9.25eV).
‘State ise 33~ (Lit: AE=9.69 eV).
dState-averaged CASSCF.
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calculation. As pointed out in Sec. lll, the active space in theesults for a Cl calculation. As will be shown later, the most
embedding calculation contains only seven orbitals, wherénteresting transition is th& *>*— Al transition, since
the @*-MO is excluded from the active space, resulting in acontradictory experimental results are discussed in the litera-
CAS(10/7 calculation. We find that the inclusion of the ture concerning the correct vertical excitation enéfgy®
60*-MO is not necessary for the accuracy required in theFor this excitation, the use of ECPs results in a CASSCF
embedding calculation. As further evidence, the MRSDClexcitation energy of 9.26 eVstate-optimize] whereas the
vertical excitation energies for %3 " — I transition dif-  use of Troullier—Martins pseudopotentials produces 9.50 eV.
fer only by 0.03 eV(basis 1), depending on the reference

space use@CAS(10/7) or CAS(10/8), respectively. There- 4. MRSDCI calculations: Basis set effects

fore, the CA$10/7) calculation is certainly sufficient in the In Table IV we also report MRSDCI results for basis I,
embedded cluster calculations. Nevertheless, our gas phage order to judge the importance of dynamical correlation
results may be regarded independently as accurate benchffects. In general, the inclusion of dynamical correlation
mark calculations of CO vertical excitation energies. For thisends to reduce the vertical excitation energies for all states
reason, we also included the’6MO in the active space in  ynder investigatioriby 0.3—0.6 eV. This is also true for the

these gas phase calculations. larger basis sets Il and IV. Furthermore, for all but one state
(b33 ™), the DZP basis sgbasis 1) yields virtually identi-
2. State-averaged versus state-optimized CASSCF cal results compared to basis Il and IV, i.e., the absolute

differences are in the order are in the order of 0.05 eV. The

1y + 1 ot _
avegoret(;]ecoz\SESC:Ac aﬁﬁli)t(ig:‘atxgéﬂ;ﬁvggﬁcgg da sst;'?]tge increase of basis set quality from TZP to QZP does not
g g f (a:lhange the results. The only exception is th&* state,

state-averaging procedure is applied in our embedded cluster, o : . .
: . ..« Which exhibits a slow convergence with basis set size due to
calculations. In this procedure, one common set of MQO'’s for.

: . e - its Rydberg-type character. Diffuse functions are essential for
both states is obtained by superposition of the correspondin S . .
. . 4 . . . n accurate description. Therefore, a larger error is obtained
one-particle density matrices with equal weights, i.e.,

if this state is calculated using basis | or Il.

Obviously, the approximate state-averaging reduces the vef: AAssessment of expected correlation /basis set error

. A . In CASSCF embedding

tical excitation energy slightly compared to the state-

optimized result§0.18 eV for CA$10/8)]. For the excitation Next, we should compare the state-averaged @A/S)
of interest in the embedding calculation¥ {3+ — A1),  excitation energy obtained with basigcorresponding to the

we obtain an energy of 9.08 el¢tate-averag@dnstead of level of calculation in subsequent embedded cluster studies
9.26 eV(state-optimizeg with the precise MRSDCI excitation energy using basis IV.

As pointed out above, state averaging reduces the vertical
) excitation energy slightly, as does the inclusion of dynamical
8. Error due to ECP’s correlation effects. State-averaged GAF8)/basis | yields a
The next point to address is the use of pseudopotentialgertical excitation energy of about 9.08 eV, whereas
(ECP’9 in excited state calculations, since their constructionMRSDCl/basis IV produces 8.60 eV. Thus, an intrinsic over-
generally is based on ground-state wavefunctions. In order testimation of the vertical excitation energy for thé s *
investigate this question, Table IV provides a comparison of—A II) transition of about 0.5 eV can be traced back to the
excitation energies obtained with basisusing ECP’$ and  basis set limitations, state-averaging, and the neglect of dy-
with basis II(no ECP’s, but similar valence basis set quality namical electron correlation. This error should be kept in
compared to basis).| The accuracy of the results dependsmind when our excited state embedded cluster calculations
strongly on the state under investigation. The application ofor CO/Pd111) are compared to experimental values.
the ECP approximation turns out to be valid &fI1, A 11, Finally, we compare our results for the vertical excitation
andD A states. By contrast, a large error is obtained for theenergies for the gas phase CO molecule with the experimen-
b33 " state(2.27 e\j. For thed 3A state, the results even tal values of Ref. 43. In general, our MRSDCI resiEable
imply a wrong ordering of states, since the state that is suptV) agree very well with the data reported in Ref. 43. The
posed to be thel 3A state(in C,, symmetry, &A, stat¢  deviations are on the order of only 0.2 eV. However, it
turns out to be o0& 33~ symmetry. Given the use of pseudo- should be pointed out that the lowest-lying states in the cor-
potentials in the DFT slab calculations of CO(PHl), we  respondingC,, subgroup irreducible representatios; and
must employ ECP’s on the Pd, C, and O atoms in the em!A, are reported to b@ 33" and| 3~ states. This is in
bedded region for consistency. However, this therefore regqualitative disagreement with our calculations, where we
stricts the excited states which we can expect to study acciind theb 32" andD *A to be the lowest states correspond-
rately to A, a’ll, and DA states. Furthermore, we ing to the®A; and*A, irreducible representations. Therefore,
found vertical excitation energies obtained with Troullier—we believe the vertical excitation energies for e * and
Martins pseudopotentials to be less accurate than those obl3 ™ states reported in Ref. 43 to be incorrect. Actually,
tained by using ECPs. This is not surprising, since thevertical transitions from the ground state equilibrium geom-
Troullier-Martins pseudopotentials are built within a DFT etry (R=1.128A) into these states address quite repulsive
formalism(unscreened with a DFT exchange-correlation po-parts of the excited state potential curves, where an accurate
tentia) and therefore would not be expected to give accuratassignment may be difficult. However, our MRSDCl/basis
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TABLE V. Adiabatic energy difference)E, between theéX 13" state R, TABLE VI. Vertical excitation energy for thé(5¢/17—27*) transition:
=1.128 A) and two excited states 3", | 'S ") at their equilibrium in-  CASSCHK10/7)/CI.
teratomic distances.

AE/eV Pd;/CO Pg/CO
State AE(MRSDCI/eV Experimertt
With embedding 9.6 9.8
ad®y* (R,=1.352A) 6.88 6.92 Without embedding 45 (3.2
1137 (Re=1.391A) 8.10 8.11

“Reference 47.

aReference 43.

IV results agree very well with the data in Ref. 43 if the achieved by constructing state-averaged orbitals according to
energy differences between the'S, * and thea 33 */1 13~ Eqg. (17). The embedding operators are constructed using
states are calculated each at their respective equilibrium dighese state-averaged densities. This procedure ensures that
tance, i.e.R,=1.352 A for thea®>* andR,=1.391A for the iteratively updated embedding operators are consistent
| 137, The results reported in Table V exhibit differenceswith the CASSCF energy functional.
with Ref. 43 of less than 0.05 eV. After constructing the one-particle space in the presence
In conclusion, the calculations reported in this sectionof the infinite background, we can use these state-averaged
allow us to estimate the error in vertical excitation energiedMO’s for an embedded CI study in which the configuration
in subsequent calculations for CO[R#1) due to basis set Space is identical to the active space of the preceding
limitations, state averaging and neglect of dynamical correCAS(10/7) calculation. However, as pointed out in Sec. IlI,
lation. We performed highly accurate MRSDCI benchmarkthe embedding operators are now constructed using the
calculations for vertical transitions from the electronic ground state closed shell reference configuration. Thus, we
ground state to the low-lying excited electronic states of COassume the ground-state-density-based embedding operators
We expect an overestimation for th¥ {S *—AII) transi- to be appropriate for excited state Cl calculations as well.
tion energy of about 0.5 eV, when these intrinsic approxima<Certainly, this approach must be regarded as a first approxi-
tions are introduced into the subsequent embedding calcul@nration and future studies have to be performed in order to
tions. prove the general applicability of the present scheme. An
extension of this strategy to a more rigorous treatment of
excited states will be presented in Sec. VI as a perspective.
As mentioned earlier, beyond accurate calculations of  The results for vertical excitation energies for the transi-
ground state properties such as adsorption energies, our etion of interest are reported in Table VI. The geometry of the
bedding theory enables us to investigate electronic excitedluster/adsorbate complex is kept fixed at the ground state
states of adsorbates on metal surfaces. In the present studhalues reported in Sec. Ill. For RACO and Pg/CO we ob-
we investigate vertical excitation energies of CO adsorbed otrin excitation energies of 9.6 eV and 9.8 eV, respectively.
Pd111). This lends confidence that our results are converged with
Electron energy loss spectroscofl)ELS) is the most respect to the cluster size. Our results clearly suggest the
common tool available for the experimental determination ofassignment of Netzeet al** [13.5 eV for the}(5¢/17
vertical excitation energies of molecules on surfaces, but it—27*) excitation to be incorrect. As pointed out in the last
suffers from poor resolution on metal surfaces and thereforsection, our calculations overestimate theE *— A1)
the assignment of particular transitions can be ambiguougxcitation energy by about 0.5 eV due to correlation and
Netzeret al** reported an excitation energy for the CO in- basis set limitations.
ternal }(50/1m—27*) excitation to be 13.5 eV. However, Taking this error into account, we would predict a verti-
EELS results reported by Freurd al*® and Avouriset al*®  cal }(5¢/17m—27*) excitation energy for CO/R@l11) of
for various analogous systems, such as CQ/F@, CO/ 9.1-9.3 eV, which is in very good agreement with the obser-
Ni(100), and CO/C(L00), attribute a feature in the spectra at vations of Freundet al*® and Avouriset al*® for analogous
about 8.0-9.0 eV to this excitation. Actually, this is very systems.
similar to the X >+ — A Il) vertical excitation energy of a To demonstrate the relevance of an accurate embedding
CO molecule in the gas phassee Sec. IV R potential, we performed nonembedded cluster calculations as
In order to clarify whether CO on R#l]) is an excep- well. As shown in Table VI, the excitation energies are much
tion regarding vertical excitation energies or if the assigntoo small(3.1-4.5 eV. This failure of nonembedded cluster
ment by Netzeet al. is incorrect, we performed embedded calculations can be traced back to an underestimation of the
cluster CI calculations using RACO and Pg/CO clusters  Pauli-repulsion between the COr2-orbital and the ex-
(the latter to investigate the cluster size effect tended surface in the absence of the embedding potential.
First of all, appropriate orbitals for the subsequent CIThe presence of the surface increases the energy of the
calculations are obtained by CASSCF, where we include th@=*-orbital and consequently also the energy of the
30, 40, 50, 1, and 27*-orbitals in the active space. This }(5¢/17—27*) excitation. Furthermore, the embedding
CAS(10/7) active is very similar to the CA30/8) space, potential increases the gap between the occupied and virtual
which is sufficient to obtain accurate excitation energgese  orbital energies in general. This results in a much better con-
Sec. IVB. A balanced description of both electronic statesvergence of the MR+ series in the presence of the embed-
[the ground state and th¢50/1m—27*) excited statkis  ding operators, since the quasidegeneracies which caused the

C. CO/Pd(111): Vertical excitation energies
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divergence of the MR series in the absence of the embed-  Future studies will provide insight into the advantage of
ding potential(Sec. IV A2 no longer occur. this proposed refinement of our embedding scheme and will
validate the approximations applied in the present work.

V. DISCUSSION AND CONCLUSIONS
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